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CHALLENGES

Red Fox Platform Diagram

Primitives include:

OUR SOLUTION

For fine-grained primitive, PROJECT, majority of the time is 

spent on transferring data between the host and the device

Even for a complex kernel, INNER JOIN, data transfer is a 

performance bottleneck as most of the total computation time 

is spent on transferring data

Percentage of time spent in actual computation and 

data transfer between the host and OpenCL device
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PERFORMANCE EVALUATION

TPC-H Micro-benchmarks

- PROJECT - REDUCE

- SELECT - REDUCE BY KEY

- INNER JOIN - UNIQUE

- SET Family - SORT

- PRODUCT - Math (+, -, *)

CONCLUSION
• Need for a portable library containing primitives that are 

required to execute data-intensive relational queries.

• When multiple devices are available in the system

- Schedule fine-grained primitives on the integrated GPU

- Schedule complex primitives on the discrete GPU

- Schedule primitives with cache sensitive footprints and large 

caches requirement on the multicore CPU

Portability is achieved  using 

OpenCL.

Work in Progress:  

Execution of the primitives 

on Intel Xeon Phi
Parallel Architectures

Due to data transfer overhead, integrated GPUs and 

CPUs perform better than discrete GPUs for fine-grained 

primitives

Due to higher parallelism and higher memory bandwidth, 

discrete GPUs outperform integrated devices for 

complex primitives

When data fits in large CPU caches, CPUs perform better 

than other devices

For complex micro-benchmarks (A), (B), 

(C), and (D), the discrete GPU takes the 

minimum execution time (the most 

complex one (C) is shown here).

For the simple micro-benchmark (E), the 

inclusion of the data transfer and the 

kernel launch time degrades the 

performance of discrete GPUs.


