Proceedings of the ASME 2015 International Technical Conference and Exhibition on
Packaging and Intergration of Electronic and Photonic Microsystems and ASME 2015 13th
International Conference on Nanochannels, Microchannels and MiniChannels

InterPACKICNMM2015
July 6-9, 2015, San Francisco, USA

InterPACKICNMM2015-48533

MULTI-PHYSICS DRIVEN CO-DESIGN OF 3D MULTICORE ARCHITECTURES

He Xiao*
Department of Electrical and Computer Engineering
Georgia Institute of Technology
Atlanta, GA, 30332

Saibal Mukhopadhyay
Department of Electrical and Computer Engineering
Georgia Institute of Technology
Atlanta, GA, 30332

ABSTRACT

The high heat flux and strong thermal coupling in the 3D
ICs has limited the performance gains that would otherwise be
feasible in 3D structures. The common practice of adopting
worst-case design margins is in part responsible for this limita-
tion since average-case performance would be limited by worst-
case thermal design margins. The coupling between temperature
and leakage power exacerbates this effect. However, worst-case
thermal conditions are not the common state across the package
at runtime. We argue for the co-design of the package, architec-
ture, and power management based on the multi-physics interac-
tions between temperature, power consumption and system per-
formance. This approach suggests an adaptive architecture that
accommodates the thermal coupling between layers and leads to
increased energy efficiency over a wider operating voltage range
and therefore higher performance.

In this paper, we target at a 3D multicore architecture where
the cores reside on one die and the last level cache (LLC) re-
sides on the other. The DRAM stack may be stacked on top
of the package (e.g., 3D) or in the same package (e.g., 2.5D).
We propose a novel adaptive cache structure - the constant per-
formance model (CPM) cache - based on voltage adaptations to
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temperature variations. We construct a HSPICE model for the
SRAM to explore the relationship between temperature, supply
voltage, and the circuit delay in the context of the LLC. This
model is used to investigate, characterize, and analyze the effect
of the temperature-delay dependence of the SRAM LLC config-
uration on the system-level performance and energy efficiency.
This analysis gives rise to an intelligent scheme for dynamic volt-
age regulation in the LLC cache that is sensitive to the tempera-
ture of the individual cache banks. Each cache bank is thermally
coupled to the associated cores and thus is sensitive to the local
core-level power management. We show that this local adapta-
tion to the temperature-delay dependence leads to a significant
power reduction in the LLC cache, and improvement of system
energy efficiency computed as energy per instruction (EPI). We
evaluate our approach using a cycle-level, full system simula-
tion model of a 16-core x86 homogenous microarchitecture in
16nm technology that boots a full Linux operating system and
executes application binaries. The advantages of the proposed
adaptive LLC structure illustrate the potential of the co-design of
the package, architecture, and power management in future 3D
multicore architectures.
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INTRODUCTION

The emerging technology of 3D stacked ICs brings about
many advantages. Compared to the traditional 2D packaging
technology, the 3D stacked IC realizes much higher integration
density by stacking multiple dies. It provides a larger commu-
nication bandwidth between tiers [1] and reduces the average
wire length and hence latency [2], enabling higher speed oper-
ation and therefore higher performance. However, as the inte-
gration level continues to increase, we encounter challenges in
heat dissipation [3] within the stack. The operation of electrical
circuits has a strong dependency on the temperature and the ther-
mal coupling between layers exacerbates this dependence [4].
The common practice in the design of digital systems is to de-
sign for worst case conditions. The thermal challenges of 3D ICs
expose significant performance penalties for such an approach
since worst case conditions may not occur often on practice.
Thermal behaviors are in fact driven by applications whose be-
haviors are time-varying.

In this paper we advocate an approach to converting the
thermal headroom made available due to worst case design, to
improve energy efficient operation. This requires understand-
ing and controlling coupled interactions between workload be-
haviors, microarchitecture power management, circuit adapta-
tion techniques, and choices of packaging. We demonstrate this
approach on the operation of a 2-tier 3D structure comprised of
a 16-core homogenous x86 processor die coupled with a shared
LLC cache die. We first characterize the temperature-delay de-
pendency of the SRAM in 16nm technology to understand the
voltage margin available at each temperature relative to worst
case design. Employing worst case design margins will fix the
SRAM access delay corresponding to the worst case tempera-
ture. While maintaining this worst case delay, at lower tempera-
tures we can lower voltage to maintain the performance (delay)
but reduce energy consumption and thereby improve energy ef-
ficiency. This adaptation is driven by time-varying workload be-
haviors.

The state of the practice is to maximize performance for
a given thermal budget under the context of the 3D IC struc-
ture compared to convention approaches [5] [6], which emphases
more on the system performance over the temperature considera-
tions. As the thermal issues become critical in the 3D IC chips, it
may not be feasible to boost up the system performance without
a sophisticatd cooling system. In this paper we address the prob-
lem of maximizing energy efficiency for a given thermal bud-
get under the convection air cooling. Our co-design approach
is based on i) picking a system optimization objective (system
level energy efficiency), ii) characterization of interdependencies
(temperature-delay behavior), iii) understanding the consequen-
tial impact on applications (performance vs. energy efficiency),
iv) devising online solutions for optimizing combinations of ap-
plications, architecture and circuits (temperature-driven dynamic
adaptation of voltage margins), and v) assessing the gains for al-

ternative packaging options (2.5D and 3D).

Section 2 describes the system architecture and the thermal
cooling structure. Section 3 reports the characterization of the
temperature-dependency of the SRAM at the 16nm technology
node. Section 4 presents our voltage adaptation algorithm for
the SRAM LLC cache. Sections 5 and 6 describe the simula-
tion methodology and present the evaluation results. Section 7
concludes with some final thoughts and recommendations.

SYSTEM MODEL

We demonstrate this co-design approach using a system
model of a 16-core homogenous x86 multicore architecture with
IC stacking in 16nm technology. The system package consists
of two IC tiers as illustrated in Figure 1.a. The dimensions of
each die are 8.4mm X 8.4mm. The bottom tier contains the mul-
ticore processor with cores interconnected by a 2D torus - one
core and its L1 cach are connected to a single router. The pro-
cessor microarchitecture derives from a typical X86 out-of-order
core including the front-end with and L1 instruction cache, the
out-of-order scheduler, the integer ALU, the floating-point unit
and a private L1 data cache of 32KB. The top tier is a shared
L2 LLC SRAM cache with 16 banks of 2MB each - one bank
is associated with each core. The LLC cache is a banked shared
coherent cache implementing the MESI protocol. Each SRAM
bank is connected to a core on the processor die via the through-
silicon vias (TSV).

Both the processor and cache tiers contain 3 physical lay-
ers. The silicon layer represents the substrate in both tiers; the
active layer contains the circuits; the back-end-of-line (BEOL)
layer is used for wiring and routing. The face-to-back intercon-
nection between the processor logic and cache structure resides
in the BEOL layer of the processor tier and the silicon layer of the
cache tier. The processor and cache tiers are placed on a silicon
interposer.

The main DRAM memory can either be placed above the
LLC cache tier as a stacked DRAM structure (3D packaging),
or share the interposer with the (processor+LLC) package (2.5D
packaging), as shown in Figure 1.b and Figure 1.c. The inter-
connection between the LLC cache and the DRAM memory is
configured in a 2D torus topology. The memory bandwidth of
the 3D package is 4X of that of the 2.5D package, and the la-
tency of each memory request in the 3D package is improved
by 40% compared to a 2D package [1]. The microarchitecture
parameters are listed in Table 1.

We construct a conventional air-forced heat sink on top of
both packages, shown in Figure 2. The package is attached di-
rectly to the copper heat sink with a dimension of 50mm X 50mm
X 20mm. The spacing between the copper plates is set to 6mm.
The thermal related parameters are listed in Table 2.
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FIGURE 1. THE PHYSICAL MODEL OF: (a) THE 2-TIER STRUCTURE. (b) THE 2.5D PACKAGE WITH DRAM. (c) TRUE 3D PACKAGE

WITH STACKED DRAM.

TABLE 1. THE PARAMETERS OF THE MICROARCHITECTURE
CONFIGURATION.

Core configuration

Fetch width 4

Execution width | 5 (4 INT ports, 1 FP port)

InstQ size 32
ROB size 128
LSQ size 48 (32 loads, 16 stores)

Cache configraution

IL1 4-way 16KB, 1 cycle
DL1 8-way 32KB, 1 cycle
LLC 32-way 32MB, 16 banks, 30 cycles

Memory configraution

2.5D Memory
3D Memory

4 mem controllers, 50ns per access

16 mem controllers, 30ns per access

SRAM Cache Characterization

In order to exploit the thermal dependency of the LLC
cache in the 2-tier 3D structure, we implement a SRAM
bank model with thermal interaction. In this work, the sub-
array is synthesized with a schematic level memory compiler
for a given memory array configuration, as shown in Fig-
ure 3. To evaluate the temperature dependencies, the sub-array’s
temperature-delay and temperature-leakage interactions are sim-
ulated through Hspice model in 16nm technology. The transistor

awt Heat Sink

=104

s, ' - IC Package

FIGURE 2. THE THERMAL STRUCTURE OF THE TARGETED
16-CORE SYSTEM MODEL.

sizing and cell configurations are optimized for predictive model
from Sinha ez al. [7]. The DC full array simulation across tem-
perature provides leakage information to calibrate leakage trend
for the temperature-leakage model. For delay-temperature anal-
ysis, the critical path is simulated for switching activities. The
critical path of the sub-array delay across room temperature to
thermal throttling threshold is tabulated for look-up, as shown in
Figure 4.

Because of the regularity of the SRAM array, the extracted
critical path of the sub-array is deterministic. The critical path
of a conventional SRAM bank is determined by the word-
line driver, cell drive bit-line, sensamp sensing, and bit-line
precharge/sensamp reset. This model assumes the wordline-reset
is masked during sensamp evaluation with a divided-bitline mul-
tiplexing architecture where the critical path is defined as:
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TABLE 2. THE THERMAL PARAMETERS OF THE 3D
STACKED STRUCTURE

Air convection heat sink

Heat transfer coefficient le-10 W/um’K

BEOL layer
Thickness

25 um
2.25e-6 W/umK

Thermal conductivity

Volumetric heat capacity | 2.175e-12 J/um>*K

Silicon Substrate layer

Thickness 50 um
1.30e-4 W/umK

1.628e-12 J/um’K

Thermal conductivity

Volumetric heat capacity

Active layer

Thickness 10 um

Simulated Critical Path ====—
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FIGURE 3. THE DELAY MODELING OF THE SRAM SUBAR-
RAY CRITICAL PATH.

Trandomfcycle = Lyordline—driver + Tcellfdrivefbitline"_ (1)

Tvensump + Tsensamp— pecharge

When the LLC cache operates at 0.8V, the SRAM access
time at 300°K is reduced to 42% compared to the latency at
400°K, which indicates potential benefits in energy efficiency in
the compared to the worst-case design paradigm. If the supply
voltage of the cache can be scaled down during runtime accord-
ing to its temperature, we can achieve a better system energy
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FIGURE 4. THE DELAY OF THE STATIC TIMING MODEL IN
TERMS OF TEMPERATURE WITH VOLTAGE VARIASION.

efficiency without sacrificing the system performance.

CONSTANT PERFORMANCE MODEL

In this section, we propose a constant performance model
(CPM), to fully utilize the thermal headroom during operation.
Since the I, current of a CMOS device is a quadratic function
of the supply voltage and I,y current is an exponential function
of V4, the supply voltage scaling is an effective way to reduce
the power consumption. The CPM model, derived from dynamic
voltage scaling, regulates the supply voltage of the SRAM cache
banks individually to reduce the runtime power consumption. As
the delay of the SRAM crtical path is fixed, the voltage drop will
not introduce extra bit errors at runtime.

Initially, the voltage of each bank corresponds to the max-
imum SRAM access delay which corresponds to that for max-
imum temperature, i.e., worst case conditions. The goal of the
CPM is to enable bank-level voltage regulation in SRAM LLC
cache, to dynamically reduce the unnecessary voltage margin at
lower temperature mitigating the effects of using worst-case de-
sign voltage margins. The voltage can be reduced without com-
promising timing integrity since the critical path delay also re-
duces. Thus the CPM model decreases the supply voltage of
the cache bank according to the temperature level of that bank
while maintaining a constant cache access time, as depicted in
Figure 5, based on the SRAM temperature-dependency curve.
Since the cache latency remains constant throughout execution,
system performance will not be degraded.

Meanwhile, as the voltage drop of the cache banks reduces
power consumption, it provides a positive feedback to reduce the
temperature of the whole system. Figure 6 demonstrates the im-
provement of the thermal behavior of the SRAM cache tier when
running the typical memory bounded application lu-nc - one of
the benchmark applications used in this analysis. The maximum
temperature (hotspot) is reduced by around 8°K.
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FIGURE 5. THE RUNTIME DIAGRAM OF THE CPM MODEL
WITH TEMPERATURE VARIATION AMONG BANKS.
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FIGURE 6. THE TEMPERATURE COMPARATION OF THE
SRAM TIER BETWEEN THE BASELINE AND THE CPM RUN-
NING LU-NC APPLICATION.

Constant Delay SRAM Access

Our baseline LLC cache operates at 0.8V in 3GHz, and the
hit time is 30 cycles. The worst case thermal conditions lead to
bank temperatures of approximately 400°K. To characterize the
temperature dependency of the cache, we run simulations across
wide range of voltages - 0.6V to 1.1V and corresponding temper-
atures. Figure 7 illustrates the results of this analysis showing the
voltages required to maintain this baseline SRAM latency (cor-
responding to 0.8V under 400°K) at different temperatures. The
supply voltage can be reduced to 0.66V without any performance
degradation when a cache bank temperature drops to 300°K.

When the LLC cache initializes at the start-up, the supply
voltage of the entire 16 banks are set to 0.8V. The voltage is then
scaled down when its temperature is below the scaling threshold.
By assuming an ideal integrated voltage regulator (IVR) , the
voltage transition completes instantly.

Voltage Adaptation Algorithm

The basic idea of thermal adaptation is to trade off the circuit
timing headroom with supply voltage reduction in the SRAM
cache. The algorithm is depicted in Algorithm 1. The new volt-
age of the cache bank is determined by both the current tem-
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FIGURE 7. SUPPLY VOLTAGE SCALING OF THE SRAM LLC
CACHE TO MAINTAIN CONSTANT ACCESS LATENCY WITH
RESPECT TO TEMPERATURE.

perature of the cache bank and the power of its associated core.
The timing margin of the SRAM access can be directly calcu-
lated using the temperature of the local cache bank, and then be
converted to the correct voltage drop. The power of the associ-
ated core gives hints as to the pipeline execution performance,
and sets up the minimal voltage constraints for the SRAM cache
bank to guarantee correct functionality. The new voltage is up-
dated by striking a balance between the two parameters.

Algorithm 1 Thermal Adaptaion of the SRAM Supply Voltage
1: function Adpt Frmwrk(void)
2 updatePower(corel], cachel]);
3 updateTemperatre();
4 synchronizationBarrier();
5: for i = 0 to cache.banknum-1 do
6
7
8

cacheli].volt=updateVoltage(cache[i].temp,
coreli].power);
end for
9: synchronizationBarrier();
10: end function
11:
12: function updateVoltage(cacheT, coreP)

13: index=genIndx(cacheT, coreP);
14: newVolt=voltTbl[index];
15: return newVolt;

16: end function

For compute bounded applications, the temperature of the
LLC bank is largely affected by the activity of its associated
core. As there are relatively fewer LLC access when running
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these type of applications, we only need to maintain the mini-
mal supply voltage for a cache access. In contrast, the power
consumption of the cache banks is much larger when the system
executes memory bounded applications, and thus the bank tem-
perature is mainly determined by the activity of the LLC bank.
For the other applications, the voltage drop is a result of a com-
bination of memory and compute behaviors.

The Effect of the Stack Organization

The system performance and power profile depends on the
DRAM memory configuration as well. When the DRAM mem-
ory is stacked on the LLC cache tier (3D package), the overall
system has a much larger memory bandwidth and a lower mem-
ory request latency. As a result, the cores tend to consume more
power and generate more heat, and the thermal coupling between
cores and the LLC is significant. On the other hand, the stacked
DRAM adds thermal resistance to the heat sink, and the cooling
capacity is reduced. Therefore, the power/energy improvement
from the CPM scheme is limited compared to the use of 2.5D
packaging where the DRAM is instead placed on the silicon in-
terposer.

SIMULATION FRAMEWORK

We construct the 16-core simulator based on the manifold
cycle-based simulation framework [8] integrated with the En-
ergy Introspector (EI) multi-physics architecture level model-
ing library [9]. The EI library includes common open source
power, thermal, and reliability models integrated to capture
multi-physics interactions, e.g., coupling between temperature
and leakage power. The simulator provides a full functional, tim-
ing, power and thermal analysis infrastructure. The timing model
of the microarchitecture is driven by the Linux OS and applica-
tions. Simulations are fast-forwarded to the regions of interest
to initialize the processor and warm up the cache. The detailed
pipeline execution and cache access information are collected ev-
ery 10 ms and drive the power model (McPAT [10]) to generate
power traces of each 3D tier. At the end of the sampling window,
the power maps of the system components are provided to the 3D
interlayer thermal library (3D-ICE [11]) to compute the thermal
grids. Finally, the thermal information is collected by the volt-
age scaling controller to adjust the supply voltage of the SRAM
banks.

RESULTS AND DISCUSSION

In this section, we evaluate the CPM model relative to the
baseline system with the supply voltage of the LLC cache fixed
to 0.8V. The test applications are picked up from the SPLASH-2
benchmark [12], a parallel application suite written for the mul-
ticore shared-memory architecture. The cache characterization

TABLE 3. SPLASH-2 BENCHMARK CHARACTERIZATION. HR
- HIT RATE. MR - MISS RATE.

App L1HR | LLCMR2.5D | LLC MR 3D
barnes 96.9% 16.4% 17.0%
fmm 98.1% 40.0% 40.6%
lu-nc 93.6% 45.3% 43.1%
ocean-c | 93.6% 44.2% 44.3%
radiosity | 99.2% 17.8% 17.4%
radix 97.3% 43.8% 44.7%
raytrace | 96.5% 25.0% 24.7%
water-ns | 98.6% 25.1% 25.3%

of the applications are shown in Table 3 running on a baseline
configuration. The LLC miss rate between 2.5D and 3D differs
due to the reason that 3D chips have more memory controllers,
and thus the route from L2 to DRAM is shorter.

The hit rate of L1 cache and the miss rate of the LLC cache
are calculated as the geometric mean of the cache banks. The
compute bound applications have a high L1 hit rate, and most of
the memory request are can be served in the L1 cache (e.g. ra-
diosity). The memory bound applications otherwise have a high
interaction with the LLC and the main memory (e.g. [u-nc and
ocean-c).

Meanwhile, a ideal system is used to capture an upper bound
of the performance of the CPM model - this model maintains
the delay of the SRAM corresponding to to 300°K and sets the
supply voltage to 0.66V.

System Performance

We compare the system performance between the 2.5D and
3D packaging in terms of instruction per cycle (IPC), as shown
in Figure 8. The memory bound applications are more sensitive
to the packaging differences because of the intensive interaction
between processors and DRAM memory. For example, the /u-
nc application suffers from over 50% performance degradation
from 3D to 2.5D, while the water-ns application has only 0.9%
IPC reduction.

There are 3 main reasons for the impact of the 2.5D pack-
aging on system performance: i) DRAM bandwidth is reduced,
as the available memory controllers in 2.5D packaging is limited
compared to 3D, ii) the DRAM access time is higher, and iii) the
average routing distance between the LLC cache and the DRAM
controller is longer.
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FIGURE 8. THE SYSTEM PERFORMANCE COMPARISON BE-
TWEEN 2.5D AND 3D PACKAGING IN TERMS OF IPC.

Power Reduction

The power reduction of the LLC cache using CPM is shown
in Figure 9. The CPM reduces an overall 15% of the maxi-
mum SRAM power among the 8 applications, and an average of
23% of the minimum power both in the 2.5D and 3D packages.
The significant power saving of the comes from the reduction of
the unnecessary voltage margin. Memory intensive applications
such as ocean-c saves up to 30% of the power.

Energy Consumption

The CPM also reduces the total energy consumed in the sys-
tem throughout the execution. Figure 10 illustrates the normal-
ized energy reduction of the LLC cache. The energy saving of the
SRAM system is over 20% in average when CPM is employed.

Cache Temperature

The voltage drop in the LLC cache that reduces the power
consumption will also reduce the temperature of the cache bank,
which in turn helps to further decrease the voltage of the LLC
bank. As shown in Table 4, the CPM will reduce the hotspot
of the SRAM cache by an average of 4.3°K. The 2.5D pack-
age has a little better temperature reduction, as the system runs
slower than the system with 3D DRAM stacking. The temper-
ature of the 2.5D system is lower, enabling greater voltage drop
during execution. The lu-nc application has the largest tempera-
ture reduction of 8.8°K and 7.4°K respectively in the two pack-
age configurations for 2 reasons. First, it is a memory bound
application, and the power reduction is significant when there is
a voltage drop in the cache; second, it has the largest amount of
LLC activity of all memory bound applications.

TABLE 4. THE MAX TEMPERATURE VARIATION BETWEEN
THE BASELINE AND CPM OVER THE SPLASH-2 BENCHMARK.

AT (°K) | 2.5D DRAM | 3D DRAM
barnes 6.9 4.6
fmm 5.7 52
lu-nc 8.8 7.4
ocean-c 7.4 4.9
radiosity 2.6 2.5
radix 4.4 4.6
raytrace 5.1 32
water-ns 4.1 23

Energy Efficiency

The power consumed in the LLC cache can take up 10%
35% of the total power of the 2-tier structure, and the runtime
SRAM power reduction will improve the system energy effi-
ciency in terms of energy per instruction, as shown in Figure 11.
The EPI records the average energy used to execute a single in-
struction. For both of the 2.5D and 3D configurations, the mem-
ory bound applications have better EPI improvement (11%) than
compute bound applications (5%), as the proportion of power
consumption in the cache system is higher.

CONCLUSIONS

The paper presents the CPM model for thermal adaptation of
an SRAM LLC cache to improve the energy efficiency and power
consumption in the 3D stacked ICs. The key idea of the CPM is
to construct a bank-level supply voltage regulator that maintains
a constant SRAM access time based on the temperature-delay
dependence of the SRAM LLC cache. The novelty of the CPM
lies in that the voltage scaling of the LL.C cache is controlled by
the temperature and the power of its associated cores, directly ad-
dressing the new thermal challenges of 3D ICs. We evaluate the
system performance, power/energy consumption, and the energy
efficiency of the proposed adaptation technique to both 2.5D and
3D packaging. The simulation results show up to 30% reduction
of the peak power and 27% saving in energy consumption of the
SRAM cache, compared to the conventional worst-case SRAM
design. The memory bounded applications are most benefited
from the CPM mechanism. The EPI of the 16-core processor is
improved on average by 5% in the 2.5D packaging and 8% in the
3D packaging. The co-design approach to the adaptation SRAM
structure indicates potential opportunities to build an high per-
formance, power and energy efficient system using 3D stacked
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