Abstract—This paper presents an online controller for regulating the throughput of instruction-sequences in multicore processors using dynamic voltage-frequency scaling. The proposed control law comprises an integral controller whose gain is adjusted online based on the derivative of the frequency-throughput relationship. This relationship is modeled as a stochastic DEDS having no analytic functional form, and hence its derivative is estimated by Infinitesimal Perturbation Analysis (IPA). However, the DEDS is multi-class and hence the IPA derivative is biased.

Biasedness of IPA is a common problem in multi-class DEDS which has hindered the development of IPA as a general tool for practical applications. However, recently it has been suggested that as long as the relative bias has certain upper bounds, optimization algorithms and control laws can still converge to optimal or near-optimal parameters. The purpose of this paper is to demonstrate this point for the aforementioned problem of throughput regulation, thereby suggesting the potential emergence of a new class of effective control laws in computer architectures.

I. INTRODUCTION

Infinitesimal Perturbation Analysis (IPA) has been proposed as a sample-path sensitivity-analysis technique for stochastic Discrete Event Dynamic Systems (DEDs), and especially queuing networks [11], [3]. In particular, it computes the gradients (derivatives) of sample-performance functions with respect to a Euclidean variable. Let us denote this variable by $\theta \in \mathbb{R}^n$, and let $J(\theta) : \mathbb{R}^n \to \mathbb{R}$ be a sample performance function defined on a common probability space $(\Omega, \mathcal{F}, \mathbb{P})$; the IPA gradient is the sample gradient $\nabla J(\theta)$, whose dependence on the sample $\omega \in \Omega$ is suppressed in the notation used. The utility of $\nabla J(\theta)$ arguably can be had in situations where it is desirable to maximize the expected-value function $\zeta(\theta) := E[J(\theta)]$, $E[\cdot]$ denoting expectation in $(\Omega, \mathcal{F}, \mathbb{P})$, but $\nabla \zeta(\theta)$ lacks a closed-form expression and has to be estimated by the (sample) IPA gradient $\nabla J(\theta)$. This requires that $\nabla J(\theta)$ be an unbiased statistical estimator of $\nabla \zeta(\theta)$, namely that $E[\nabla J(\theta)] = \nabla \zeta(\theta)$.

IPA has the appealing property that its sample gradients often require low-complexity algorithms, not only for simple systems but also for networks of queues. However, soon after its inception it was discovered that IPA typically yields statistically-biased gradients for all but the simplest of systems [11], and this hindered its development and cast doubt about its eventual use in applications. Although various ways to circumvent this problem have been pursued, they typically resulted in highly-complicated estimators and hence deemed impractical (see [11], [3] and references therein). The search for low-complexity unbiased IPA gradients has not yet had an adequate solution suitable for a large class of practical optimization and control problems.

Recently it has been suggested that the IPA gradients need not be unbiased in order for an algorithm to converge to a minimum value, but certain bounds on the bias would be sufficient. Thus, if an unbiased but complex sensitivity estimate can be replaced by a significantly – simpler IPA gradient with a bounded bias, then optimization or control algorithms could use it on practical problems. Experimental evidence was observed in [4], [5], [19], and theoretical justifications are currently under investigation. This observation is calling for a new approach to IPA by shifting its focus from unbiased gradient estimators to low-complexity estimators with bounded bias.

The purpose of this paper is to demonstrate this point on the problem of regulating throughput performance of multicore processors. For example, the need arises in multimedia applications where a fixed frame rate must be maintained to avoid choppy video or audio. Another application is in hard or soft real-time systems where constant throughput processors enable task and thread schedulers to effectively reason about the consequences of scheduling decisions and thereby provide tight performance bounds.

However, there are several challenges precluding predictable throughput behavior in multicore processors. In general, the degree of concurrency in an application instruction stream, as measured by the instructions per cycle (IPC), is time-varying and most often data-dependent. Furthermore, instructions from multiple cores interfere in the caches, the on-chip network, and memory controller queues adding variability to instruction execution. This variability is amplified in asymmetric multicore processors where different types of cores exhibiting different degrees of instruction level parallelism and throughput capabilities are integrated on chip.

Our starting point is the control law that was proposed for power regulation in multicore systems [1]. The considered problem was to control the dissipated power by the clock frequency, so as to have it track a given reference value. In the feedback system shown in Figure 1, the reference power is represented by the input $r$; the power dissipated is the output $y$, and the input to the plant, $u$, is the clock frequency. Reference [13] proposes a proportional control law and carries out an analysis of stability margins and tracking-convergence rates, under the assumption of a linear, constant-gain plant. Reference [1] derives for the plant a detailed, accurate system-model based on physical principles, and proposes an integral controller with an adaptive gain.
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The purpose of adjusting the gain continually is to ensure a wide stability range and a high convergence rate of the control algorithm, thereby having the control law adjust well to frequent changes in the program workload.

The gain is computed, in real time, in the following way. The plant is modeled as a nonlinear, (discrete) time-varying, memoryless system having the functional form \( y_n = g_n(u_{n-1}) \), the controller’s transfer function is \( G_c(z) = K_n \frac{z^{-1}}{1-z^{-1}} \), and the gain \( K_n \) is defined by \( K_n = \left( \frac{g_n(u_{n-1})}{1-z^{-1}} \right)^2 \), with “prime” denoting derivative with respect to \( u \). We mention that any implementation of this control law requires the computation of the derivative term \( g_n'(u_{n-1}) \) in real time, and we showed that this was possible for the considered problem.

Our objective in this paper is to apply a similar control law to regulate the throughput performance, but the problem is that the derivative of the frequency – throughput functional relation must be computable in real time. However, this relation is based on a stochastic-DEDS model lacking closed-form expression for the performance, and hence the derivative term cannot be computed analytically, let alone in real time. For this reason we propose to use IPA for estimating the derivative, and despite its bias we are confident that the robustness of the control law, argued for in [1], will yield good convergence results.

Section II describes the computer-systems setting for our problem and surveys the main existing approaches to throughput-performance regulation. Section III describes our IPA approach to the problem, Section IV presents simulation results, and Section V concludes the paper.

II. PROBLEM SETTING AND ESTABLISHED APPROACHES TO THROUGHPUT REGULATION

The target application domain is that of asymmetric multicore processors [12], [17], [10]. Cores can be classified as in-order (IO) cores where instructions are executed and retired in the order they are issued, and out-of-order (OOO) cores which employ aggressive pipelining and speculation to issue and execute instructions out of order. In this paper we consider OOO cores which tend to have higher throughput than IO cores.

The throughput of OOO cores may have a high degree of variability due to their inherent parallelism, dependencies between instructions in a given thread, and variable delays in the cache hierarchy. While recent work has shown that throttling the frequency of the cores can be effective in reducing interference in the network and memory system, relatively little progress has been made on robust throughput stabilization for the cores. Consequently, in this paper we focus on control schemes that adjust the voltage-frequency of a core to maintain a stable throughput rate. In principle, the operating point can be selected to minimize interference between cores in the network and memory hierarchy, or to achieve a balance between instructions throughput and power dissipation.

The architecture that we consider consists of a separate control loop for each core instead of having a single control applied to all of the cores in the processor. This clearly is advantageous since concurrent core-workloads may have different characteristics and throughput requirements. This implies that each core is in a separate voltage island, which is not uncommon; for example, the Intel 48 core single chip cloud computer has 8 voltage domains and 28 frequency domains [2].

A key issue in the design of our control law is to have it be applicable to a broad range of core types, and be independent of the specific application programs. In this case the design would be based not on extensive off-line analysis, but rather on a fundamental frequency-throughput relationship that is experienced across all application and core combinations. Such a general approach may eventually render control an integral part of a multicore design across a wide range of applications and core types. The rest of this section surveys the main existing approaches for this control problem.

Throughput stabilization has been proposed as a means to improve the predictability of real-time embedded systems. In this setting, a-priori guarantees on task completion times are required prior to deployment. Traditionally, computation of the Worst Case Execution Time (WCET) of a task is used to ensure predictability [20]. The significant drawback of this approach is that the WCET bounds are conservative – peak performance is significantly reduced while in practice these bounds may be rarely approached. Consequently, the use of WCET analysis has generally been limited to the application to in-order cores without caches. The successful application to high performance OOO cores is much more challenging. For example, as shown in [18], task execution-time uncertainty increases significantly in OOO processors due to the use of speculation in the control path compounded by variability in the memory hierarchy, and related works also underscore the difficulty of applying WCET-based methods [9], [21].

An early example of throughput stabilization is due to Zhu et. al. [22], who proposed an algorithm for hard real-time embedded systems using dynamic voltage-frequency scaling. Their approach is described in the context of energy-minimization. Tasks are executed on an in-order processor and are scheduled using the earliest deadline first (EDF) policy. To concurrently minimize energy, the authors proposed splitting each task into a fast subtask which is executed at the maximum frequency setting, and a subtask running at a lower frequency and therefore incurring a lower energy cost. An offline-tuned PID controller is proposed to tune the length of each subtask to ensure that the overall task meets its deadline. Recently, Suh et. al. [18] proposed stabilizing the throughput (measured in MIPS) of embedded OOO processors using...
feedback control. The proposed algorithm is a PID controller that adjusts the processor's voltage-frequency setting to track a MIPS setpoint. The parameters of the controller (values of the gain of the proportional, integral, and derivative components) are calculated offline using a task training set. The authors claim reasonable MIPS-tracking performance provided the workload does not vary significantly from the training set, limiting application to known workloads. Another approach to throughput stabilization for multithreaded processors was proposed by Lohn et.al [15]. The authors propose a statistical model of the relationship between the throughput of a thread and the time-slot in which the thread is scheduled to execute. The model is used to set the parameters of a proportional feedback controller that adjusts the time-slot allocation for a thread such that desired throughput for each thread is achieved.

The approach that we propose in the next section is based on an integral controller whose gain is adjusted online in a way that optimizes the tracking performance in a sense defined below. Since it computes the gain online, it is suitable to changing and unpredictable application workloads and programs. The gain’s computation is based on the gradient (derivative) of the frequency-throughput relationship, which is derived from a fairly complicated queueing model and hence has no analytic (closed-form) formula. However, we use an IPA estimator which, though biased, is simple to compute and has a bounded error that yields good convergence results.

We close this section by mentioning that real-time scheduling and control problems have been considered in the setting of soft real-time systems and web-server applications; see [6], [16] and references therein. The control laws proposed in these references are implemented at the software and operating-system levels; in contrast, our approach is aimed at a hardware-level controller that adjusts the processor frequency to regulate a throughput rate supplied by the scheduler. Consequently the proposed control laws for the hardware and software problems are different and could be complementary for eventual applications.

### III. CONTROL LAW FOR THROUGHPUT REGULATION

Consider the control system shown in Figure 1, where the output signal \( y \) denotes the instruction throughput, the reference input \( r \) is the target throughput, and the control variable \( u \) is the clock frequency, henceforth also denoted by \( \phi \). The system is assumed to evolve in discrete time, and hence we will use the notation \( y_n \) and \( u_n = \phi_n \) for the instruction throughput and clock frequency, respectively, at time \( n \).

The purpose of the feedback law is to achieve asymptotic tracking of a given reference value \( r \) by the output signal \( y_n \), \( n = 1, \ldots \). Suppose that the plant is a nonlinear, time-varying, memoryless system represented by the functional relation \( y_n = g_n(\phi_n) \), where \( g_n : R \to R \) is a function that depends on time \( n \) (this assumption is justified in the sequel). The error signal, \( e_n \), is defined by the difference term \( e_n := r - y_n \). In order to achieve tracking we use an integral control, and hence the controller is defined by the following relation,

\[
\phi_n = \phi_{n-1} + K_n e_{n-1},
\]

where \( K_n > 0 \) is its time-dependent gain.

This paper concerns multicore computer systems where each core is controlled separately, and hence the system shown in Figure 1 pertains to an instruction-throughput regulator at each core individually. Accordingly, for a particular core, \( y_n \) represents the average throughput over a given number of instructions, say \( M \), and \( r \) is the throughput-reference value that is to be tracked. The control variable \( \phi_n \) is the core-clock frequency, and the relations between the error signal and the control signal are given by Equation (1).

The plant in Figure 1 represents the functional relationship between the frequency \( \phi_n \) and the throughput \( y_n \) during a period defined by \( M \) consecutive instructions. The challenge that we are facing is that the plant characteristics, defined via the function \( g_n \), are changing in unpredictable ways and there are no closed-form functional expressions for them.

Reference [1] considered a similar problem where the output is the power dissipated in the core which, similarly to this paper, is controlled by the clock frequency. Thus, \( y_n \) represents the throughput during the \( n \)th observation period. In this case, the frequency-power relationship is given by an explicit equation, \( y_n = g_n(\phi_n) \), where the function \( g_n \) was derived from basic physical principles. The controller’s gain \( K_n \) was defined as

\[
K_n = \frac{1}{g_n(\phi_{n-1})},
\]

where “prime” denotes derivative with respect to \( \phi \). Moreover, this gain was shown to be computable in real time, and hence could be used in the control system.

Asymptotic tracking of such systems was proved, in an abstract setting, under the assumption that the plant functions \( g_n(\phi) \) are convex. The results include convergence rate, error analysis, and tracking robustness with respect to estimation errors of \( g_n(\phi_{n-1}) \) and time-variability of the plant. Specifically, if the relative estimation error of \( g_n(\phi_{n-1}) \) is bounded by any number \( \alpha < 1 \) and if \( |g_{n-1}(\phi_{n-1}) - g_n(\phi_{n-1})| < \epsilon \) for a given \( \epsilon > 0 \), then the asymptotic tracking error is in the order of \( \epsilon \). As a special case, if the plant is time invariant and \( g := g_n \) is known, then tracking is achieved despite relative error of under an upper bound that is less than 100%.

The situation in this paper is different principally in the fact that we have no analytic form for the function \( g_n(\phi) \).

1. Instead, this function is defined as the measured instruction throughput over \( M \) consecutive instructions (for a given \( M \)), and its derivative \( g_n'(\phi) \) is computed by IPA from measurements taken in real time.\(^1\) The IPA derivative, described below, is certainly biased, but we will argue that the relative...
bias is small, far-less than 100%, and we will show that this will not impede tracking in light of the aforementioned robustness result concerning the relative error. The variability of the plant, measured by \(|g_n(\phi_{a-1}) - g_{n-1}(\phi_{a-1})|\), cannot be predicted, and any tracking algorithm would have to contend with the time-varying feature of the plant. It can be controlled to some degree by the choice of \(M\), the number of instructions underscoring the plant function, which balances precision versus temporal properties of the control system. The convexity assumption, made in [1], cannot be ascertained, but the results in [1] regarding tracking also hold true when the plant functions \(g_n(\phi)\) are concave. If these functions are neither convex nor concave then the closed-loop functions are neither convex nor concave then the closed-loop concavity of these functions.

We next turn to describe the plant model and derive its IPA derivative. Consider a sequence of instructions, \(I_i\), \(i = 1, 2, \ldots\), that have to be executed by a core. When an instruction \(I_i\) arrives it is directed to a reservation station, where it is stored until all of its operands become available. At the same time an entry is made for it in the reorder buffer, which guarantees that the instructions are dequeued (depart, or committed) in the order of their arrivals. The reorder buffer is called the queue, and the arrival time of the instruction to it is called the enqueue time. Once all of the operands of the instruction become available, it is issued to an execution unit for processing. Following completion of execution it remains stored until the instruction that had arrived before it, \(I_{i-1}\), is dequeued, at which time \(I_i\) can depart (dequeued) from the system as well. The variables computed by \(I_i\) can become available as operands to other instructions once \(I_i\) is executed, and not when it is dequeued (which may happen later). This sequence of events describes architectures that allow for out-of-order execution while maintaining the order of departure of instructions (dequeuing) according to their arrival (enqueueing) order. This principle is described in [8] and is currently implemented in many core architectures; see, e.g., [7].

Let \(a_i\) denote the arrival time (enqueue time) of \(I_i\) at the reorder buffer, and let \(\alpha_i\) denote the time it is directed to its designated execution unit once all of its operands become available. We assume that the execution units have enough buffer to start execution of instructions without queuing delays. Let \(\delta_i\) denote the completion time of execution of \(I_i\), and at that time, all the variables computed by it become available as operands to other instructions. The dequeuing time of \(I_i\) from the system is denoted by \(d_i\).

All of these epochs can be expressed in terms of the clock cycle time, denoted by \(\theta\), as follows. Let \(\ell(i)\) denote the clock-cycle count of the enqueue time \(a_i\), and hence

\[ a_i = \ell(i)\theta. \] (3)

Furthermore, let \(k(i)\) denote the index of the instruction computing the last operand required for execution of \(I_i\); then,

\[ \alpha_i = \max \{a_i, \delta_{k(i)}\} + \theta. \] (4)

Next, consider the execution (processing) time of instruction \(I_i\) at its execution unit. We call instructions that are not memory fetches synchronous, and their execution times can be approximated well by \(n(i)\theta\), where \(n(i)\) is an integer constant, typically under 10, that depends on the execution unit where the instruction is processed. For memory accesses to the cache, we have a similar formula where the range of \(n(i)\) depends on the level of cache (L1, L2, or L3), and is typically under 100. For memory fetches from other storage devices such as RAM, the major part of the latency can be approximated by a term \(T_{\text{mem}}\), that typically is in the order of hundreds of clock cycles or larger. We assume that this term does not depend on \(\theta\) because such memory systems use a different clock than the one used in the core.\(^2\) Thus, the following is an approximate formula for \(\delta_i\):

\[ \delta_i = \begin{cases} \alpha_i + n(i)\theta, & \text{synchronous instruction or cache memory fetch} \\ \alpha_i + T_{\text{mem}}, & \text{other memory fetches} \end{cases} \] (5)

Finally, the dequeuing time of \(I_i\) is given by the following formula,

\[ d_i = \max \{\delta_i + \theta, d_{i-1}\} + \theta. \] (6)

Let \(y := M/d_M\) denote the instruction throughput for a given integer \(M > 0\). We note that in the control law described in the sequel the throughput will be observed from the system rather than computed by Equations (3) - (6), and the purpose of these equations is to compute the IPA derivative \(y'(\theta)\) that will play a role in the control algorithm via Equation (2).

To compute the IPA derivative \(y'(\theta)\) we first present a recursive algorithm for the terms \(d'_i(\theta)\), \(i = 1, \ldots, M\). To this end we define the following two quantities, \(\nu(i)\) and \(m(i)\), as follows:

\[ \nu(i) := \begin{cases} 0, & \text{if } I_i \text{ is a memory fetch that is not from cache} \\ n(i), & \text{otherwise}, \end{cases} \]

and

\[ m(i) := \max \{m \leq i : I_m \text{ did not stall following } \text{its execution}\} \].

The following proposition yields the terms \(d'_i(\theta)\). Its proof follows from Equations (3) - (6) after some algebra, and will be omitted.

\(^2\)This is an approximation. \(T_{\text{mem}}\) has components that depend on \(\theta\) but these are sublinear and hard to model. However, as we shall see, our controller works well with this approximation.
Proposition 1: The following Equations, (7) and (8), are in force for all $i = 1, \ldots, M$.

$$
\begin{align*}
\alpha_i' (\theta) &= \begin{cases} 
\alpha_{k(i)}' (\theta) + \nu (k(i)) + 1, & \text{if } I_i \text{ stalls upon arrival} \\
\ell (i) + 1, & \text{if } I_i \text{ does not stall upon arrival.}
\end{cases}
\end{align*}
$$

(7)

and

$$
\begin{align*}
d_i' (\theta) &= \alpha_{m(i)}' (\theta) + \nu (m(i)) + i - m(i) + 2. 
\end{align*}
$$

(8)

Now the IPA derivative $y' (\theta)$ is given as

$$
y' (\phi) = \frac{1}{M} \left( \frac{y}{\phi} \right)^2 d_M (\theta). 
$$

(9)

The control law that we use is based on Equations (1) in the following manner. The duration of an application program is divided into a sequence of observation periods consisting of a given number of $M$ instructions. During the $n$th observation period the control parameter, namely the clock frequency $\phi_n$, is fixed, the throughput $y_n$ is measured, and its sample derivative $y_n' (\phi_n)$ is computed, online, via (8) and (9). At the end of the period the error $e_n := r - y_n$ is computed, the gain $k_{n+1}$ is computed by the formula $k_{n+1} := \frac{1}{y_n} (\phi_n)$, and the clock frequency is updated via the equation $\phi_{n+1} = \phi_n + k_{n+1} e_n$. Notice that this is the integral controller described by Equations (1) and (2), with $g_n (\phi_n)$ replaced by the term $y_n - 1 (\phi_n - 1)$.

IV. SIMULATION RESULTS

The IPA controller, derived in the last section, is tested and evaluated on an example using a detailed x86 microprocessor simulator [14], Zesto. Figure 2 illustrates the functional data flow within the core microarchitecture, and we consider a system consisting of four cores connected by a ring network and sharing an L2 cache. Our evaluations are based on the SPEC2006 benchmark suite executing in multi-programmed mode; each core is assigned a distinct application.

![Functional data flow in the out-of-order execution core.](image)

Each core model implements the IPA-based throughput controller, defined via Equations (7)-(9). The voltage and frequency were adjusted approximately every 100,000 instructions to regulate the throughput. The period of 100,000 instructions was empirically chosen to be long enough to mask local, inconsequential high frequency variations in throughput yet long enough to be effective in tracking aggregate throughput. This period is refined dynamically to ensure that there are no instruction dependencies that exist from one interval to the next, and hence the exact sampling interval (observation period) may vary by a few tens of instructions.

The subject of our simulation experiments is a four-core system executing two SPEC2006 benchmarks, milc and GemsFDTD, that can typically achieve two distinct levels of instruction throughput. Core0 and core1 executed the milc benchmark with target throughput of $1.6 \times 10^9$ and $1.2 \times 10^9$ instructions per second, respectively, and core2 and core3 executed the GemsFDTD benchmark with target throughput of $0.8 \times 10^9$ and $0.5 \times 10^9$ instructions per second, respectively. In all experiments, throughput remains unregulated for the first 2ms during which time each core executes at a constant frequency of 3.0GHz. At time $t = 2\text{ms}$ each core was assigned its target throughput, the controls were activated (the loops were closed), and the core throughput was regulated. The comparison was made against small fixed gain ($k_n = 0.5$) and large fixed gain ($K_0 = 5.0$) controllers.

In Figure 3, we observe that the adaptive-gain IPA controller regulates the throughput and achieves tracking quite rapidly. In contrast, the small fixed-gain controller is sluggish in regulating the throughput especially with the lower throughput benchmarks, while the large-gain controller overshoots especially with the high throughput benchmark.

We conclude this section with comments about the relative bias of the IPA derivative estimators. Generally biasedness of IPA is associated with discontinuities of the sample performance functions [11], [3], and in the setting of this paper, these tend to arise primarily from memory-fetch instructions. To gauge the relative bias of the IPA derivatives, we compared finite-difference terms, obtained from simulations with a common seed at various values of the variable parameter, to their approximations that are derived from IPA via linear interpolation. Extensive simulations on 15 programs from the SPEC2006 benchmark suite yielded relative errors (between the two terms) of 30% in one case, 21% in another case, and under 6% in all other cases. As mentioned earlier, we expect the control algorithm to work well under such error conditions, and this was verified by simulation experiments.

V. CONCLUSIONS

This paper presents an online controller for regulating the throughput of individual cores in a multicore processor using dynamic voltage-frequency scaling. The proposed control law is comprised of an integral controller whose gain is adjusted online based on the derivative of the frequency-throughput relationship. This derivative is estimated by IPA. The performance of the controller is demonstrated on a...
cycle-level x86 multicore simulator executing SPEC2006 benchmarks, and rapid tracking and stable throughput were noted for each core.

**Fig. 3.** Tracking analysis of throughput regulation.

References


